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Overview

* What is network operati ons and
nmanagenent ?

* Why network nanagenent ?

* The Network Operation Center

* Network nonitoring systens and tools
 Statistics and accounting tools

* Faul t 7 probl em nmanagenent

* Ti cket systens

* Configurati on managenent & nonitoring

e The bi | cture...
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What is network management ?

System & Service nonitoring
Reachability, availability

Ressource neasurenent,/noni tori ng
Capacity planning, availability

Perf. nonitoring (RTT, throughput)

Statistics & Accounti ngsMetering

Faul t Managenent
Fault detection, troubl eshooting, and
tracki ng
Ti cketing systens, hel pdesk

Change managenent & configuration
noni tori ng
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What we don't cover...

* Provi si oni ng
( processes associated with all ocation and
configuration of resources)

* Security aspects
Basic security is proper adm ni stration
and managenent!
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Why network management ?

* Mbke sure the network is up and

running. Need to nonitor it.
Del i ver projected SLAs (Service Level
Agreenents)
Depends on policy

>What does your management expect °?

> What do your users expect ?

>What do your customers expect °?

>What does the rest of the Internet expect °?

| s 24x7 good enough ?
> There's no such thing as 100% uptime
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Why network management ? - 2

* What does it take to deliver 99.9 o ?
30,5 X 24 = 762 hours a nonth
(762 - (762 X .999)) X 60 = 45 mhnutes nax

of downti ne a nont h!

* Need to shutdown 1 hour s week ?
(762 - 4) / 762 X 100 = 99.4 %
Renenber to take planned nai ntenance into
account in your calculations, and i nform
your users,/custoners if they are
i ncl uded,/excl uded in the SLA

* How i s availability neasured ?
In the core ? End-to-end ? Fromthe

| nternet ?)



Why network management ? - 3

* Know when to upgrade

| s your bandwi dth usage too high ?

Where is your traffic going ?
Do you need to get a faster |line, or nore
orovi ders ?

s the equi pnent too old ?

* Keep an audit trace of changes
Record all changes
Vhkes it easier to find cause of problens
due to upgrades and configurati on changes

* Where to consolidate all these
functi ons ?
I n the Network Operation Center (NOO




The Network Operations Center
(NOC)

* Where it all happens
Coordi nati on of tasks
Status on network and services
Fi el di ng of network-related incidents and

conpl ai nts
Where the tools reside (»NOC server»)

* One of the goals of this workshop...
Build a NOC box
|t will be the nost inportant nachi ne on
your network
We wi do this during the week, by
installing, and configuring, various tools
to help in network nonitoring and
nmanagenent.




Network monitoring systems and
tools

* Two ki nds of tools
Di agnostic tools - used to test
connectivity, ascertain that a |location is
reachable, or a device is up - usually
active tools
Monitoring tools - tools running in the
background (~daenons» or services), which
col |l ect events, but can also initiate
their own probes (using diagnostic tools),
and recording the output, in a schedul ed
fashi on.
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Network monitoring systems and
tools - 2

* Active tools
command |ine tools
Ping - test connectivity to a host
Traceroute - show path to a host
MIR - conbi nation of ping + traceroute

 Autonated tool s

SnmokePing - record and graph |atency to a
set of hosts, using ICMWMP (Ping) or other
protocol s

MRTG - record and graph bandw dth usage on
a switch port or network |ink, at reqgul ar
i nterval s
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Network monitoring systems and
tools -3

* Monitoring tools

Nagi os - server and service nonitor
> Can monitor pretty much anything
> HTTP, SMTP, DNS, Disk space, CPU usage,
>Easy to write new plugins (extensions)

Basic scripting skills are required to
devel op sinple nonitoring jobs - Perl,
Shel |l scri pt...

Many good Open Source tools
> Zabbix, Zen0SS, Hyperic,

* Use themto nonitor reachability and
| atency i n your network
Parent-chil d dependency nechani sns are

very useful !



Network monitoring systems and
tools -4

* Moni tor your critical Network Services
DNS
Radi us/LDAP,SQL
SSH to routers

* How wi || you be notified ?

* Donrt forget | og collection!
Every network device (and UNI X and W ndows
servers as well) can report system events
uUsi ng syslog
You MUST collect and monitor your logs!
Not doing so 1s one of the most common
mistakes when doing network monitoring
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Network Management Protocols

* SNMP - Simple Network Management

Protocol
Industry standard, hundreds of tools exist
to exploit 1t

Present on any decent network equipment
> Network throughput errors, CPU load,
temperature,

UNIX and Windows implement this as well
>Disk space, running processes,

* SSH and telnet
It's also possible to use scripting to
automate monitoring of hosts and services
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Statistics & accounting tools

* Traffic accounting

what i1s your network used for, and how
much

Useful for Quality of Service, detecting
abuses, and billing (metering)

Dedicated protocol: NetFlow

Identify traffic "flows”: protocol,
source, destination, bytes

Different tools exist to process the

information

> Flowtools, flowc
> NFSen

9 | | n |
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Fault & problem management

| s the problemtransient ?
Over| oad, tenporary ressource shortage

| s the probl em pernmanent ?

Equi pnent failure, |ink down
How do you detect an error ?
Moni tori ng!

Custoner conpl aints

A ticket systemis essenti al
Open ticket to track an event (planned or
failure)

Defi ne di spatchsescal ation rul es
>Who handles the problem ?
>Who gets 1t next 1f no one 1s avallable ? HeIN[mIc



Ticketing systems

Why are they inportant ?
Track all events, failures and issues

Focal point for hel pdesk commni cati on

Use it to track all communi cati ons
Both i nternal and external

Events originating fromthe outsi de:

custoner conpl aints

Events originating fromthe inside:
System outages (direct or indirect)

Pl anned nai ntenance , upgrade - Renenber

to notify your custoners!
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Ticketing systems - 2

* Use ticket systemto foll ow each case,
i ncl udi ng i nternal comruni cati on
between techni ci ans

* Each case is assigned a case nunber

* Each case goes through a simlar life
cycl e:
New
Open
Resol ved
Cl osed
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Ticketing systems - 3

 Wor kf | ow

(ticket system

.
query |
From ====== >|
custoner | e to support ------- > support
| <~== discuss internally --> support
| tech ---> fix problem
| <——————- report fix —-————-—- tech
| <-—= respond to custoner --- support

customer <-—-|
|



Ticketing systems - 4

* Sone ticketing software systens:

Trac
RT

* Wer || be | ooking at using Trac |ater
in the workshop
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Configuration management &
monitoring

Record changes to equi pnent
configuration, using revision
control (also for configuration
files)

| nventory nanagenent (equi pnent, |Ps,

i nterfaces, ...)

Use version control!
As sinple as:
»cp naned. conf naned. conf.20070827-01~7

For plain configuration files:
CVS
Mercuri al
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Configuration management &
monitoring - 2

* Tradi tionnally, used for source code
( prograns)

* Works well for any text-based
configuration files
Al so for binary files, but |ess easy to
see differences

* For network equi pnent:
RANCI D ( Autonmatic Cisco configuration

retrieval and archiving, also for other
equi pnent types)
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Big picture

* How it all fits together

/ Notifications
- Monitoring

- Data collection

- Accounting
Ticket
- Change control
& monitoring - Capacity planning
- NOC Tools - Availability (SLAS)
? - Ticket system < - Trends
v Ticket | - Detect problems
- Improvements Ticket * ¢ Ticket
- Upgrades

- User complaints
Ticket - Requests

|
Fix problems m




Questions ?
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