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[COMPANY NAME] Computer Incident Response Plan

Summary

This plan will provide guidance and documentation for computer security incident response handling and related communication efforts within [COMPANY NAME]. The procedures outlined in this plan will be activated whenever a computer security incident has been declared and will guide the responses to severe computer security incidents, which could affect the ability of [COMPANY NAME] to do business, or undermine its reputation. 

Note: An ‘event’ is an observable occurrences in a computer system, and may have varying levels severity or impact. An ‘incident’ is an event, or series of events or actions resulting in harm or significant threat of harm to the corporation, therefore requiring an escalated level of response. 

1. Computer Incident Response Team ([COMPANY NAME] CIRT)

1.1 Mission

The [COMPANY NAME] Computer Incident Response Team provides timely, effective and orderly response to computer related incidents such as widespread malware infections, unauthorized access to [COMPANY NAME] systems, denial of service attacks, data breaches, improper disclosure of confidential corporate or personal information, system service interruptions, and other events which may have serious information security implications. The CIRT mission is to prevent a serious loss of corporate information assets, services, or reputation by providing effective, coordinated response by IT, Security and other staff to high impact security events involving information systems, networks, or databases. 

The [COMPANY NAME] CIRT will also be responsible for coordinating security related policy development, compliance testing, and user education within [COMPANY NAME].
1.2 Authority and Constituency
The [COMPANY NAME] CIRT will report to the [COMPANY NAME] [Who It Is Reporting To]. The [COMPANY NAME] CIRT serves the staff, Board and all authorized users of [COMPANY NAME] IT resources.
1.2
Composition of CIRT and role within [COMPANY NAME] 
The [COMPANY NAME] CIRT is a cross-functional team comprised of members from the following departments who have been designated as having primary responsibilities for addressing IT security incidents: Information Technology and Information Security, General Counsel, Corporate Communications and Senior Management

The following table defines the roles [COMPANY NAME] CIRT maintains in its interaction with various parties: 

[COMPANY NAME] CIRT Relationships

Party







[COMPANY NAME] CIRT Role

	[COMPANY NAME] Executive Management


	[COMPANY NAME] CIRT assesses and reports on the severity of incidents to the VP of IT. [COMPANY NAME] CIRT coordinates and directs incident response activities for [COMPANY NAME] IT and security team staff.  

	Users of [COMPANY NAME] IT resources
	[COMPANY NAME] CIRT provides widespread notification of IT security issues to the users of [COMPANY NAME] IT resources, and helps to develop and enforce information security policies with respect to IT resources.

	Corporate Communications
	[COMPANY NAME] CIRT provides information relating to IT securities to Communications staff, who determine (with Senior Management) when and what to disclose to the public, press, or other affected parties.

	[COMPANY NAME] Community stakeholders


	[COMPANY NAME] CIRT provides notices of IT security issues to community stakeholders who make use of resources maintained by [COMPANY NAME] IT and helps to develop and enforce information security policies with respect to IT resources.

	External Incident Response teams and security organizations
	[COMPANY NAME] CIRT maintains information sharing relationships with external CIRTs and security organizations to facilitate its mission of securing [COMPANY NAME] IT resources. Non-disclosure agreements approved by [COMPANY NAME] General Counsel will govern all communications involving proprietary data. 

	Law Enforcement 


	[COMPANY NAME] CIRT will not provide law enforcement with information directly unless directed to do so by [COMPANY NAME] General Counsel.


1.3 Organizational Structure
1.3.1
Incident Response Team Leader – The [COMPANY NAME] [Team Leader Title – aka IRTL] will act as Team Leader for the CIRT. The IRTL will coordinate response to security incidents and determine, with assistance from IT and other staff, the severity of an incident and when to invoke response by the CIRT. The IRTL will own all incidents handled by the CIRT and be responsible for managing and coordinating the overall response and reporting activities for security incidents handled by the CIRT. 
1.3.2
Cross-Functional Membership

All departments comprising the CIRT must appoint a member to the team. Contact information for this member must be provided to the IRTL. The member is the point of contact for all computer security incidents defined for the department. The department must identify an alternate member for occasions where the primary member expects to be or becomes unavailable to receive notifications of a computer security incident.

CIRT members (primary and alternate) represent their departments and provide subject matter expertise during and following the response to a computer security incident. The CIRT member is responsible for seeing that the department’s incident response functions are fulfilled and all actions taken by department members are documented. 

1.3.2
Permanent CIRT Members – Permanent team members include the Director of Security Operations, Director of IT Operations and members of the General Counsel staff and IT staff that have been designated as having primary responsibilities for addressing IT computer security incidents. Alternate team members will be designated by each department to serve on occasions where the permanent team member is unavailable. 

The CIRT Team Leader may also designate staff members to serve on the [COMPANY NAME] CIRT on a permanent or temporary basis.

1.3.3 Temporary Team Members – [COMPANY NAME] staff may be assigned as temporary CIRT members to assist in response to specific incidents as needed. Temporary team members may include subject matter experts for particular systems, applications or business issues involved in the incident. Temporary team members are generally assigned to an incident by their managers at the request of the CIRT Team Leader, and serve for the duration of the incident.

2.  Incident Response Process

2.1 Reporting
Any suspicious activity or indications that a computer security event has occurred or is in progress must be investigated to identify whether the event should be escalated to incident status. [COMPANY NAME] staff should report events such as suspicious activity on their user accounts, computer system failures or misbehavior, accidental publication of internal email, loss of equipment or account information. IT may observe anomalous or suspicious activity through intrusion detection, routine monitoring, security testing or other methods. External parties, e.g., outsourcing agents for email, ISPs, or generally any individual or organization may report an event that is externally visible: spam or denial of service attacks originating from [COMPANY NAME] networks, inability to resolve [COMPANY NAME] domain names or to access [COMPANY NAME] public websites are examples of events that external parties may report to [COMPANY NAME]. 

Security incidents may arise from multiple low severity events. All events reported will be logged, classified and analyzed to determine whether the event is related or similar to prior events. Patterns, trends, or relationships determined from this analysis may trigger an incident declaration and response.

2.1.1 Reporting Methods

The preferred method for internal reporting of security events is through the online IT support ticketing system. The preferred method of external reporting is through the public web contact form.  

[COMPANY NAME] supports many forms of general purpose, emergency and security event reporting contacts. 

Internal contacts:

Online [COMPANY NAME] IT support ticketing system  <list web page>
Technical support email  <list email>
Director of Security Operations  <list contact info>

External contacts:

Abuse/incident email contact  <list info>
Incident email contact with [COMPANY NAME] CIRT <list info>

Public web contact form for security reporting <list info>
Headquarters main telephone number <list info>

2.1.1 Reporting Contact
Notice of all security events, including detailed information about the event, irrespective of origin, must be immediately forwarded to [insert contact position – should be IRTL] or his designated agent. In general this will be done through flagging a ticket within the [COMPANY NAME] IT support ticketing system as a security event, which will cause that notice of that ticket to be made to the IRTL. Neither staff nor IT is authorized to dismiss any security event for any cause. Once the security notice is received, the IRTL will expedite handling of the event. Information of value in assessing an event include:
 

· date and time of the event, 

· description of the event, 

· assets that are affected or at risk as a result of the event, 

· whether the event is in progress or (from observable behavior) concluded, 

· actions taken by the party reporting the event, 

· informal assessment of the harm or impact to the asset, 

· informal assessment of collaterally affected assets (internal or external),

· data (logs, files, reports) that may assist the IRTL or CIRT in analyzing the event   …
The IRTL is responsible for managing all security events and is the primary point of contact for response. The IRTL must identify a designated agent to cover occasions where he will be unavailable to receive notifications of a security event. 

Internal staff and IT must contact the IRTL immediately upon notification or detection of a security event. Neither staff nor IT are authorized to assess or dismiss any event for any cause. 


Upon being notified of a security event, the IRTL will create a security ticket with contact information for the reporting party and a detailed a description from the reporting party. If the reported event is later determined not to be a security incident, the IRTL will indicate this determination to IT staff, which will handle and close the ticket following normal procedures. If the event reported in the ticket is determined to be a security incident the procedure outlined below will be used to evaluate and handle the incident.

2.2 Incident Declaration and Classification 
Generally, an incident is declared following determination that an event or series of events results in harm or significant threat of harm to a [COMPANY NAME] system. The process for determining that an event be declared a security incident will be made collaboratively by the IRTL, Director of IT Operations, General Counsel and other staff as needed. The primary criteria for this determination will be likelihood of severe impact to [COMPANY NAME] assets and services from the event(s) and the continuing threat of similar events. When an incident requiring CIRT activation occurs, a formal incident is declared. The CIRT Team Leader will advise [COMPANY NAME] Senior Management that an incident has been declared and will assemble the other members of the CIRT.
Many computer security events, such as isolated occurrences of computer viruses, are easily handled via well-established procedures, particularly when effecting non-critical systems. The impact of most security events does not justify declaring an incident or activating the CIRT. In general, only those security events that are likely to have a high impact on [COMPANY NAME] assets or critical services will be declared an incident and require response from CIRT. The following criteria is used to classify the severity of computer security events and declaration of a security incident:

High. A high level event is an event that can cause significant damage, corruption, or loss (compromise) of confidential, critical and/or strategic company and customer equipment or information, or a meaningful or sustained disruption of communications or online presence. The event can result in potential damage and liability to the company and to its public image and may degrade customer confidence concerning the company’s products and services. Examples: computer intrusions, compromise of critical information, widespread virus infection, attacks against the IT infrastructure (e.g., domain name servers, firewalls and backup systems) and denial-of-service attacks that disable a critical service or impede business performance. Such events often merit escalation to incident status.
Medium. A medium level event is an event that may cause damage, corruption, or loss of replaceable information without compromise or may have a moderate impact on the company’s operations or reputation. Examples: misuse or abuse of authorized access, accidental intrusion, confined (remediable) virus infection, unusual system performance or behavior, system crashes, installation of unauthorized software, unexplained access privilege changes or unusual after-hour activities. . Such events may merit escalation to incident status.
Low. A low level event is an event that causes inconvenience, aggravation, and/or minor costs associated with recovery, unintentional actions at the user or administrator level, or unintentional damage or minor loss of recoverable information. The event will have little, if any, material impact on the company’s operations or reputation. Examples: sharing of passwords, policy or procedural violations, and scans of company systems. Such events are escalated to incidents only in the most exceptional circumstances, i.e., where a persistent pattern is exposed that suggests a systemic problem or reveals an impending attack/threat.
2.3 Escalation
The Incident Response Team Leader (IRTL) coordinates responses to all security events and will determine, in collaboration with the Director of IT Operations, whether it is necessary to convene part or all of the CIRT to investigate and confirm that a security event is serious and merits declaration as an incident. Once the IRTL declares a security incident, he coordinates all incident related activities across stakeholder departments including communications staff, General Counsel, IT and senior management by to investigate, remedy, and close security incidents. 
2.4 Mitigation and Containment

As part of the response to a security incident, the CIRT may recommend changes or modifications to [COMPANY NAME] IT services such as taking a server or service offline temporarily. When such changes are viewed as necessary, authority for action will be obtained from the VP of Information Technology.  

2.5 Notification
Any public release of information concerning a computer security incident shall be coordinated through the CIRT. The general notification structure within [COMPANY NAME] will be as follows:

· Senior Management reports incidents to the [COMPANY NAME] Board of Directors and, when appropriate, advisory committees and service organizations 

· [COMPANY NAME] General Counsel, in consultation with Senior Management, determines what information is disclosed to internal staff, and identifies when disclosures contain sensitive information. 
· [COMPANY NAME] Communications staff will be the point of contact for external communications to the press and other stakeholders in the community.

· [COMPANY NAME] General Counsel, in consultation with senior management, is responsible for all communication with law enforcement, regulatory agencies, and any parties with whom [COMPANY NAME] has a contractual obligation to inform if security events occur. 
· In circumstances where [COMPANY NAME] engages outside computer or network forensic experts, [COMPANY NAME] counsel, in consultation with the CIRT member responsible for contracting that expert, will instruct all contracted agents on [COMPANY NAME] policies regarding public and internal disclosure. 

[COMPANY NAME] Communications is solely responsible, in consultation with CIRT, for publicly disclosing information related to a computer security incident. Communications may call upon senior management to report to the public. Such decisions are also made in consultation with the CIRT.
2.6 Review
Once an incident has been declared, it can only be closed by the CIRT Team Leader and with the approval of the [COMPANY NAME] COO. This will generally follow the restoration of critical assets or services. Before the incident ticket is closed, the CIRT will convene to conduct a post mortem of the incident. CIRT members will review reporting by IT, documentation from their own activities, and documentation provided by other participants who assisted in handling the incident  (e.g., law enforcement, forensic analysts, third party network operators). 
The CIRT shall then prepare a report for senior management and the [COMPANY NAME] Board of Directors that describes the incident, the immediate remedies taken to resolve the incident, the post mortem analysis of the incident, and the policy and measures that will be taken to avoid future, similar incidents.  

CIRT will also assist [COMPANY NAME] Communications staff by providing information necessary to prepare a public statement, if necessary, regarding the handling of the incident.  

3. Responsibilities for Computer Security Incidents

3.1 The Role of IT in Incident Response 

If IT receives a support ticket that may have a security impact, the initial role of IT staff will be to notify the IRTL and assist in gathering information needed to determine the severity of the event.  If the IRTL declares that event to be a security incident, IT will assist CIRT in investigating and handling that incident.
IT must document the actions they take and the discoveries they make from the time the IRTL makes this call. If IT staff develops information indicating that the event does not warrant incident status, contrary to IRTL or CIRT conclusions, IT staff must document what they discovered and provide that information to the IRTL. If the IRTL concurs, he will notify IT that they may handle the event and support ticket without further coordination with CIRT. IT staff should study the event to determine what measures might be taken so that future, similar event notifications can be avoided.

If the event is declared a security incident, the Director of IT Operations will initiate the incident response process by calling the CIRT to respond. In parallel, IT will prioritize the handling of the ticket and initiate the following containment procedures: 

- IT must preserve event and security logs, operating and system state of systems investigated during the security incident. IT will consult with [COMPANY NAME] counsel and law enforcement to determine what measures are needed to establish and maintain authenticity and chain of custody for information that may have evidentiary value. 
- If a system is believed compromised, it should generally be disconnected from the network but should not immediately be rebooted or powered off. A thorough inspection of system in its compromised state (user and process lists, memory utilization, storage, configuration files, etc) should be performed
. The recommended procedure for investigating compromised systems when back-channel communications are detected to place the system in a quarantined state by restricting outbound communications to back-channel connections only so that IT can monitor the attacker’s communications channel without the risk of allowing the system to do direct harm to other systems or data.

- IT staff must notify IRTL and [COMPANY NAME] counsel immediately if a suspected criminal act has been discovered. [COMPANY NAME] counsel will advise if this discovery requires immediate notification of law enforcement. If the discovery involves suspected contraband data, such as stolen credit card numbers, personally identifiable information, financial records or similar unlawfully obtained material, IT should refrain from making copies of that data until [COMPANY NAME] counsel is consulted and approval is granted. IT should not contact law enforcement directly or prior to coordinating with [COMPANY NAME] legal counsel.  [COMPANY NAME] counsel, in collaboration with the CIRT and COO, will determine whether the nature or severity of the attack justifies involvement of law enforcement, and if so, what jurisdiction(s) to contact.

- IT will mitigate the threat and remediate systems in one of the following manners: (a) restore compromised systems to a production state, (b) implement a temporary workaround until compromised systems can be restored to a production state, or (c) restore service by placing systems into production that are able to operated at a previously known trusted state within the Mean Time to Restore Following Incident established by the CIRT.

- IT will assist the CIRT in preparing an After Action report following the closure of the incident. IT staff will lend expertise, as needed, to the CIRT during the After Action review period.

- IT will implement corrective measures identified by the CIRT during the post mortem period and will mange the restoration of information assets and services. 

3.2 Role of Communications Staff in Incident Response

[COMPANY NAME] Communications staff, in consultation with senior management, shall act as the single, public points of contact for [COMPANY NAME] comment regarding all security events or incidents. This includes statements to the general public, members of the press, the [COMPANY NAME] Board of Directors, external parties whom [COMPANY NAME] chooses to trust with respect to a specific security incident, and internal staff.  
In general, the Communications staff will be responsible for preparing and issuing a formal public statement, in consultation with the CIRT. Depending on circumstances, Senior Management or [COMPANY NAME] General Counsel may choose to may choose speak publicly.

[COMPANY NAME] Communications staff is also responsible for providing education and awareness programs regarding incident response and associated disclosure policies. Internal staff is advised to direct all external inquiries to communications staff or the [COMPANY NAME] Media representative. 

3.3 Role of [COMPANY NAME] General Counsel in Incident Response

[COMPANY NAME] General Counsel shall advise the CIRT of appropriate or obligatory responses and reporting methods with respect to data breaches, compliance or contractual breaches, and criminal activity discovered during the course of a security incident investigation. Counsel provides legal input during the course of a security incident investigation, advises IT in matters related to information handling, processing of evidentiary material, and chain of custody during and following an incident. Counsel also assists the CIRT and the Communications staff in preparing disclosure statements, contractual matters involving the engagement of computer or network forensic experts and trial attorneys, and public comments.

[COMPANY NAME] General Counsel is the single point of contact for [COMPANY NAME] communication with all law enforcement organization, government and regulatory agencies, or third party counsel relating to any security event or incident. Counsel is also responsible for communicating with any parties [COMPANY NAME] is contractually obliged to notify if a security incident occurs. All other [COMPANY NAME] employees must report (attempted) conversations by such parties to General Counsel and must provide General Counsel with any correspondence (print or electronic) they receive from such parties.

3.4 Role of Senior Management

The role of senior management is to lead the organization through the incident. When the IRTL declares an incident and convenes the CIRT, senior management shall decide the appropriate courses of action based on input from IT and CIRT. Decisions include:


· Approve all disclosure statements. 

· Assess the need and approve engagement of external resources (e.g., forensic team, trial attorneys, etc.).
· Assess and approve the acquisition of temporary, replacement or additional technology or staff when IT or the CIRT, either during or following the close of a security incident, determine that such expenditures are necessary to resume normal business operations or to implement a security baseline that will reduce or eliminate the possibility that future, similar incidents might occur.
· Communicate with the Board of Directors during and following the incident.

· Coordinate with communications staff and General Counsel to determine appropriate public disclosure of an incident
· Communicate with staff and other parties regarding the incident.
· Approve any post-incident legal action recommended by [COMPANY NAME] counsel.

Appendix A:  Incident Handling Procedures

A. Preparation 

In order to better prepare for computer security incident the [COMPANY NAME] Computer Incident Response Team (CIRT) will engage in the following activities (done in addition to routine monitoring and IT management):

1.
 Attending outside training courses to enhance basic incident response capabilities (through SANS, CERT, or other widely recognized organizations). Selection of training vendors should take into consideration industry acceptance and certification by such bodies as US-CERT, ISO, or others.
2.
Formation of a Computer Incident Response Team (CIRT) comprised of staff with training in responding to security related incidents. Members of this team will be assigned to assess events such as security related help desk tickets and determine what level of response is required. 

3.
Conducting periodic incident response exercises designed to test use of CIRT procedures, checklists and tools

4.
Periodic updating and testing of hardware and software tools designated for use in incident response 

5.
Periodic review by members of the CIRT, of logs from various systems within [COMPANY NAME], to include syslog and event logs from selected clients as well as network firewall or IDS logs  

6.
Designation of a team member, on a rotating basis, who will review mailing lists and postings for vulnerabilities in [COMPANY NAME] hardware, operating systems and applications using such resources as:

a)
NIST National Vulnerability Database: http://nvd.nist.gov/

b)
Open Source Vulnerability Database:
 http://osvdb.org/

c)
Mitre Common Vulnerability Database: http://cve.mitre.org/cve/

B. Identification and Detection

Identification procedures will be followed to determine if a computer security incident has occurred. These procedures determine what the nature of the incident is, the severity and extent of the incident and any additional information needed to contain the attack. Identification of an incident will typically follow analysis of an event such as anomalous behavior on an individual computer machine or part of the [COMPANY NAME] network. This is a critical stage in the response effort because the anomaly could be caused by “normal” stimuli such as hardware failures, performance problems or user error.

1.
Notification procedures (internal and external organizations) 

a)
Determine technical and administrative contacts of the source machine.

b)
Determine WHOIS contact for upstream provider, if one exists.

c)
Determine if a CIRT email address exists if the source machine is from a foreign country.

d)
Contact [COMPANY NAME] CIRT to see if other [COMPANY NAME] hosts, systems or web sites have been attacked/scanned by the source machine.

e)
Send a concise email to the WHOIS contact of the source machines. Include:



i. 
The source site’s CIRT



ii.
Copy for [COMPANY NAME] Security Office



iii.
Copy for your own records



iv.
Log excerpts in text of e-mail. Do NOT send attachments or HTML.

2.
Assign Roles within CIRT/ Response team
a)
CIRT manager will designate of a leader for the incident. Depending on availability and collateral tasks required of staff, the leader for a particular incident may not on IT or security team.

b)
Select member of the CIRT team to coordinate the identification and assessment of the attack.  

c)
Select member to act a note taker during incident response effort. This member should not be one directly involved in hands on efforts to identify and contain effects of the incident. 
d)
Determine which CIRT members will need to be involved and notify them

3.
Determine whether the incident is severe 
a)
Does the incident involve a credible threat to life? If so, law enforcement authorities must be notified immediately.
b)
Check for simple mistakes such as misconfigured hardware or software. For example, continuous probes to a certain port (such as tcp:139) may not be an attack, but may be indication of a misconfigured Microsoft Windows systems

c)
Assess the evidence in detail. Look at the logs provided by the complainant. Look at the logs provided by the local system administrator.

4.
Maintain provable chain of custody

a)
[COMPANY NAME] may choose to not prosecute a computer violation. However, the CIRT should take steps to ensure any data collected are handled properly in a manner that would allow the collected data to be used in a prosecution.

b)
Is law enforcement involved? Has [COMPANY NAME] been served with a search warrant or subpoena? Notify [COMPANY NAME] Office of General Counsel, investigative agencies involved and supervisory/management staff of the action. If a search warrant is presented, comply with the request immediately. If a subpoena is issued, notify [COMPANY NAME] General Counsel and wait for the their approval before complying with the request. Always comply with the request in the presence of the properly identified law enforcement officials.

c)
Identify and categorize every piece of evidence. Number, date and sign notes and printouts. Seal disks with original, unaltered and complete logs in an envelope or other container. Number, sign and date the container. Have the recipient sign for each item. Ensure every item handed over to law enforcement has a receipt assigned to it.

d)
Control access to evidence. Place evidence in a secure and limited access area. If law enforcement is involved, they are responsible for its storage.

5.
Coordinate with other CIRT members

a)
Contact [COMPANY NAME] Network Operations Center (NOC) personnel to request router blocks or traces. Identify yourself and provide them with the IP address(es) of the target(s), the type of logging you want done (inbound only, outbound only, inbound/outbound).

b)
Access to logs maintained by IT for use by CIRT. Specific authorization is required. Appropriate logs should be saved in a secure location.

6.
Notify appropriate officials

a)
Notify the [COMPANY NAME] Director of Security Operations about any incident you’re handling.

b)
Notify appropriate supervisors and Chief Operating Officer.

c)
Notify [COMPANY NAME] General Counsel who will make determination if notification to Law Enforcement will be necessary.

d)
Notify [COMPANY NAME] Communication staff. Refer all media requests to this office.

C. Containment

1. 
Containment procedures attempt to actively limit the scope and magnitude of the attack. A vulnerability in particular computer architecture can be exploited quickly. 

Coordinate all activities with local system administrator

a)
Have the local system administrator do the repairs to the system. 

b)
Remain available for consultation.

2. 
Deploy Onsite Team to Survey the Situation

a)
Deploy small team with the appropriate expertise to the site.

b) 
Secure the area if possible.

c) 
Use the survey forms in the appendix of this document.

d) 
Review the information provided to you by the system administrators.

e) 
Do not allow the system to be altered in any way. Maintain a low profile in order to avoid tipping the attacker.

f) 
Use trusted system binary kit (Linux, Mac OSX, Windows) to verify the system binaries have not been compromised.

g) 
Make complete backup of the system either using the local system administrator tools or the network backup service if the administrator is a client. Ensure back up storage media is kept in a secure location. Make an initial assessment of the risk of continued operation vs. shutting down running services on the system.
h) 
Disable outside network access but leave the system up? Disable the port if the attack is ongoing or if the compromised system is attacking another site. The Network Team should use an approved tool or process to identify and disable the port.

i) 
Determine if the effected system(s) should be shut down. CIRT, IT and owners of the business function involved will consult to determine the risk of keeping the compromised system up. Temporary loss of services should be weighed against potential impact of further damage to local system(s), [COMPANY NAME] network and external networks if the system is remains online.  
j) 
Recommend to the local management (faculty member, department head, dean, supervisor, etc.) whether the affected system(s) should remain online. Attempt to restore operations as quickly as possible. However, if the compromised system threatens the integrity of the network or systems connected to the network, it should be disconnected from the net.

k) 
Change all user and system passwords on the affected machine(s).

Backup the system

l) 
Restore to image disk if required by law enforcement.

k)
Use network backup systems to determine what files were changed during the event.

m) 
Make determination if back ups stored through the [COMPANY NAME] IT designated back up system (such as Crash Plan Pro) or other back up systems are available and reliable for use in future system restoration.

n) 
Back up system [Crash Plan Pro] admin contact info:

D. Eradication / Mitigation
1. 
Determine cause and symptoms of the incident

a)
Isolate the attack and determine how it was executed. Check for buffer overflows, missing patches, system and application configuration settings, registry anomalies, unauthorized libraries, executables, drivers, user accounts, directories, or files. Check inbound and outbound traffic for unusual IP/port activity, traffic volume or patterns. Check browser URL history, cookies and cache. Check temporary directories. Check email event logs.
b)
If malware is detected on a system checklist for analysis should include:

Is the system isolated? 

c)
What behavior was reported / observed? i.e., visual, beacon sites

d)
Collection of malware sample may be desirable at minimum. Make notes regarding sample file size, MD5 and SHA-1 hashes for binary, available metadata (date/time stamps)
e)
Was AV software running on the system leading to the infection? If so what flavor, engine/signature file revision? 

f)
Is the initial infection vector known, i.e., drive by download, email; or timeline? 

2. 
Security policy should consider requiring taking effected system offline, and quarantining to best determine the root cause, or better understand what happened, e.g., lessons learned. Depending on the function of the PC, the information type it is housing, and the level of assurance that is needed, a risk assessment may warrant blowing the system away, performing a low level format, and simply re-imaging. 

3. 
Consider uses of on-line sandbox sites to perform first pass automated behavior analysis. Many are publically available at no cost. (Virustotal, ThreatExpert, and Anubis)

Consider at minimum a check of publically available hash databases. These checks should be done to gain more actionable information around the incident and threat vector.

4.
Once the malware is run in the emulated environment, a report on the findings is generated. The report will reflect the tools that were run against the sample in the emulated environment, and the indicators that were selected to report on. Ultimately, nothing is free. Depending on your organization, and security policy, it may be wise to consider the motives, associations, and bias of individuals, organizations, and communities involved in maintaining such sites. 

5.
If Tripwire is installed on the system, run it to determine what critical files were changed. 

Improve defenses:
a)
Install software firewall tools (ipfilters, portsentry).

b)
Change all passwords.

c)
Use the Unix and Windows configuration guidelines available at http://www.cert.org/tech_tips/unix_configuration_guidelines.html and http://www.cert.org/tech_tips/win_configuration_guidelines.html.

d)
Notify the [COMPANY NAME] mailing list admins of files found, etc. 

e)
Have the CIRT or the local system admin run a vulnerability scanner (Nessus, nmap) on the system to determine its current vulnerability state. 

f)
Once the cause has been isolated, fix it. Disable the service and if that’s not possible, install a patch that will fix the vulnerability. If there is no patch available, recommend the service be disabled to the local management.

g)
Virus infections: Consult with the IT to get the steps to eradicate the virus. You may be able to go to the antivirus vendor www site to obtain the latest tools. 

h)
RIAA/MPAA Violations (Illegal music/movie sites). If the source is within [COMPANY NAME] domains, identify the host and location immediately. If the problem isn’t resolved in 4 hours or less, the host should be removed from the network via port block. The system should stay offline until the problem is fixed. A report should be filed to abuse@[Company Name].org.  Copies of any correspondence should be sent to the supervisors of employees involved in the incident. [COMPANY NAME] Office of General Counsel should be advised of the incident as soon as possible.

6.
Linux server compromise: Refer to checklists such as the SEI CERT documents at http://www.cert.org/tech_tips/root_compromise.html 

The basic steps listed in this document are:

a) 
Regain control of the system. Some options include disconnecting the system from the network and making an image copy of the system disk(s).

b) 
Analyze the intrusion

c)
Look for modifications made to system software and configuration files.

d)
Look for modifications to data.

e)
Look for tools and data left behind by the intruder

f)
Review log files.

g)
Look for signs of a network sniffer.

h)
Check other systems on the local network.

i)
Check for systems affected on other local subnets or remote sites.

j)
Recover from the intrusion

k)
Install a clean version of the OS on the affected system.

l)
Disable unnecessary services.

m)
Install all vendor security patches

n)
Change all passwords.

o)
Improve the security of your system and network

p)
Review the Center for Internet Security benchmark documents and the CERT.ORG configuration guidelines checklist.

q)
Install security tools.

r)
Enable maximal logging.

s)
Install software firewall tools

t)
Reconnect to the network.

u)
Document lessons learned from this event or incident
v)
Keep track of the time you spend on the incident. Calculate the overall cost of the incident.

7.
Windows host compromise: Refer to checklists such as the SEI CERT documents at: http://www.cert.org/tech_tips/win_intruder_detection.html 

The basic steps listed in this document are:

a)
Examine log and event files.

b)
Check for odd user accounts and groups.

c)
Look for incorrect group memberships.

d)
Look for incorrect user rights.

e)
Check for unauthorized applications starting at boot.

f)
Check system binaries with something like Tripwire.

g)
Check network configuration and activity.

h)
Check for unauthorized shares.

i)
Examine jobs run by the scheduler service.

j)
Check for unauthorized processes.

k)
Look for unusual or hidden files.

l)
Check for altered permissions on files or registry keys.

m)
Check for changes in user of computer policies.

n)
Make sure the system has not been moved to a different Workgroup or Domain.

o)
Examine all other related systems.

8. 
Incident response checklist for web server intrusion: www.antiphishing.org/reports/APWG_WTD_HackedWebsite.pdf
E. Recovery

1.
Restore the system

a)
Verify the integrity of the backup tapes available to recover the system. Use the last known valid backup media from local system administrator or network backup service.

2.
Validate the system

a)
Check binaries and ensure the restore operation completed successfully.

b)
Decide when to restore operations

c)
The administrator or system owner makes the decision on when the system is ready to be returned to service. [COMPANY NAME] CIRT should provide advice as requested.

3.
Monitor the systems for repeated/attempted attacks

a)
Monitor the system for subsequent attempts to probe, attack or connect to previously unknown backdoors.

F.  After Action Reporting

1.
Once the incident has passed, this phase becomes the most important part of the Incident Response process. The CIRT After Action Report should focus on lessons learned during the incident response in order to preserve knowledge and improve processes.

a)
The CIRT Leader (IRTL if on-site during incident response) will be responsible for preparing the After Action report 
b)
The report will include an executive summary of the incident describing how the incident was received and handled, the overall impact to [COMPANY NAME] assets, the costs of response and recovery and recommended actions. 

c)
Preparation of the report should commence as soon as possible. Notes taken by the CIRT member designated to do so should be preserved and appended to the report.
d)
The report should contain a thorough chronology of who took what steps, when and why.

d)
Parties involved in the response effort (IT, General Counsel, Security) should review the report for completeness. 

e)
A draft of the report should be circulated internally and every effort made to reach consensus among all department heads involved in the incident.  
e)
A ‘Lessons Learned’ meeting should be conducted to review the incident handling processes and recommended future actions.

2.
The report should attempt to answer the following questions: 


a)
How did the incident occur? How were [COMPANY NAME] systems exploited/abused/made unavailable? 
b)
What security measures were in place but failed to respond and why?
c)
What added security measures are needed to reduce or mitigate the threat of reoccurrence of similar incident?
d)
Are additional resources (staff, hardware/software, network capacity) needed to mitigate risk of reoccurrence of similar incident
e)
Should the Information Security Plan or IT/HR/Legal policies be amended to reflect the adopted measures? 
f)
Where processes outlined in this IR Plan or IR checklists used and did process produce effective results?
g)
Did contractors meet expectations? Should [COMPANY NAME] consider an RFP for more or different external expertise?
h)
Were performance metrics associated with incident response met? Are adjustments necessary? 

i)
If legal action is appropriate, did IT gather sufficient information to pursue this course of action? If not, what can be done to remedy this shortcoming?
j)
Was evidence gathered during the incident? How long must it be retained?
3. 
The After Action report should avoid affixing individual blame or responsibility for any events or incidents. Mistakes will occur often in incident response, however the focus of this report should be on process improvement.
Appendix B.  Contact Lists
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Appendix C.  Notification Considerations

Questions to help determining the initial internal disclosure for a security incident:


· What should internal staff know about this incident? 
· When should internal staff be notified?
· What measures should internal staff take during the incident?

Questions to help determining the scope of an incident:


· Which organizations are affected by this incident?

· Are [COMPANY NAME]-administered systems harming or interfering with the networking and computing activities of other organizations?
· Is the incident serious enough to warrant the engagement of computer or network forensic experts? 
· Does the incident involve criminal acts? 
· Has [COMPANY NAME] failed to comply with a regulation or condition of a contract as a consequence of this occurrence?


Questions to help determining external disclosures:


· What reporting should be provided to the [COMPANY NAME] Board of Directors regarding this incident?
· When should the [COMPANY NAME] Board be informed?
· What measures should the [COMPANY NAME] Board take during the incident?
· What (if anything) should [COMPANY NAME] Board members say publicly about the incident?
· Should other trusted parties, stakeholders be notified ?
· What should the trusted parties know about this incident?
· When should the trusted parties be informed?
· What measures should the trusted parties take during the incident?
· What (if anything) should the trusted parties say publicly about the incident?


Questions to help decide what is to be said publicly:


· What should the public know about this incident?
· When should the public be informed?
· What impact does the incident have on the public (if any)?
· Is any action required of the public?
� To facilitate instant recovery and expedite the time to restore service, IT should have a reasonable replacement available for mission critical systems. Where a hot or cold standby of the critical system is not feasible, a hard drive containing an image of the last known trusted build of critical partitions is an appropriate alternative. 
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