Campus Networks Best Practices

1. Introduction

2. Network Design Concepts

2.1. Components of Campus Networks

A campus network consists of a variety of networking hardware components.  A simplistic campus network follows.
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Figure 1: Simple Campus Network Diagram
Explanation:
Router.  This is a device that performs at layer 3.  Each interface in a router is allocated a separate, unique network.
  Vendors often call these devices layer 3 switches, which implies that you can configure the device as a layer 2 switch or as a router (layer 3 switch).
Border Router.  This is the router equipment that connects you to the Internet and will change over time as you change the way you connect.  This will consist at least of a small router that separates the IP address space of your Internet Service Provider and your IP address space.  It may also consist of a firewall, traffic shaping devices, and/or intrusion prevention or detection equipment.
Core Router.  This is the heart of your campus network.  It should consist of one or more routers (or layer 3 switches configured to act as routers), with each interface being a separate IP address range. 
Distribution & Edge Switching.  These are switches that are configured to act only as layer 2 switches.  They typically sit inside of the buildings that they serve.
2.2. Routing versus Switching

A common mistake that is made in campus network design is to utilize switching where routing would be a better choice.  For the inexperienced designer, routing and switching look very similar, however, there are key differences that you should understand.  The major differences are in how topology is discovered and how broadcast packets are handled. 
2.2.1. Switching

A switch is a simple device that selectively forwards packets based on the destination Ethernet address of the packet.   With no configuration at all, an Ethernet switch will learn the topology of the local network by builds a forwarding table by monitoring the source address of each Ethernet packet it receives and recording that source address as being a device that can be reached on the port that the packet arrived on.  A single Ethernet address will only have one entry in the forwarding table.  
When a packet arrives on a port in a switch, the switch forwards the packet by looking at the destination Ethernet address of the packet, finding a match in the forwarding table, and forwarding the packet out the port associated with that address.  If the address does not appear in the forwarding table, then the packet is forwarded to all ports in the switch except the port the packet arrived on.
When the switch receives a broadcast packet, it forwards that packet to all ports except the one the broadcast arrived on.
2.2.2. Routing

A router is a more sophisticated device that forwards packets based on the IP address.  To build a table of IP addresses, the router must be configured by a network technician either with what are called static routes (these addresses are on this port), or it must be configured to speak to other routers in the network with a specific routing protocol.  Routers do not automatically learn the topology of the network.  They must be configured by a technician.  Depending on the routing protocol that is configured by the technician, the router can have multiple routes to a specific IP address and can even do load balancing across multiple links.

Routers listen to Ethernet broadcast packets, but in general will not forward them.  Routers will only respond to Ethernet broadcast packets that require action by the router (forwarding a DHCP discover packet, or responding to an ARP for its local Ethernet interface).

2.2.3. Implications of Switching and Routing

Consider the following simple network where there are multiple paths between nodes:
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We would naturally like this network to use best path forwarding so that traffic between system B and system C goes from system B to switch 2 to switch 3 then on to system C.  We would also like to utilize all of the links between the switches so that the aggregate bandwidth of this network is three times the link speed between the switches.
If we utilize layer 2 switching between these devices, as we discussed earlier, the switches will learn the Ethernet addresses of each of the systems on the network and build an internal forwarding table that maps the systems to the exit ports to reach those systems.  
However, if a switch receives a broadcast packet on one port, it must transmit it out all other ports.  The implication of this broadcast forwarding behavior is significant.  For example, if we have the network in figure 2 and system A emits a broadcast packet (maybe an ARP request for system B), that packet must be forwarded by switch 1 to both switch 2 and switch 3.  Switch 2 in turn must forward that packet to system B and to switch 3.  Notice that switch 3 has now received two copies of that broadcast packet: one from switch 1 and one from switch 2.  It has no choice but to forward both of these broadcasts in both directions, including both copies of the broadcast to system 3.  If you continue to follow this broadcast, you will see that the broadcast packet is is replicated each time it goes around the loop and it never stops.  This will effectively stop the network.  To get prevent this problem in switched networks, there is a protocol called spanning three that allows a mesh of switches to build a single tree that spans all nodes.  Any time you have a loop in a switched network, you must enable spanning tree.  The way spanning tree works is that it disables paths to form a network that has no loop.  Thus, if we use spanning tree in this network, the effect is that the network becomes:
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As you can see in figure 3 with spanning tree enabled, one of the links between the switches becomes disabled and carries no active traffic.  With this configuration, you can see that traffic between system B and C must now follow a less than ideal path through switch 1.  Additionally, the aggregate bandwidth available in this network is only twice the link speed, not three times as we would like.

On the other hand, if we take the same simple network with loops in it and utilize routers instead of switches, we have the network shown in figure 4:
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In this network, the routers will be configured with some type of routing protocol where they will communicate with each other and announce the networks that they have directly connected.  Notice that each of the links between the routers needs to be configured as an independent subnet. <We probably need to get into the guts of a recommended routing protocol….>.
Now, we can see that traffic from subnet A that is destined for C will go the best path from router 1 to router 3 and similarly, traffic from A destined for B will go the best path from router 1 to router 2.  All links are active and traffic follows the best path through the network.
2.3. Border design

Separate your border function from the core of your network.  This is where firewalling might happen.  This is where NAT might happen.  This is where you may do traffic shaping.
2.4. Core Design

Route in the core (don’t switch).  Show multiple examples of core networks, even more complex ones that have L2 and routing.
2.5. Distribution & Edge Design

Build star networks (not daisy chained networks)

2.6. Several Sample Campus Network Architectures
3. Implications of Campus Network Design on Cable Plant
3.1. Copper Cabling Types and Technologies Supported
There is significant confusion in the industry about unshielded twisted pair (UTP) cabling and technologies.  The following table summarizes the common UTP cable types, the speeds and networking standards they support, and the distance that is supported

	Physical Cabling
	Speed
	Standard
	Distance

	Category 3 UTP
	10Mbs
	10baseT
	100m

	Category 5 UTP
	100Mbs
	100baseTX
	100m

	Category 5e UTP
	1000Mbs
	1000baseT
	100m

	Category 6 UTP
	1000Mbs
	1000baseT
	100m

	Category 6 UTP
	10,000Mbs
	10GbaseT
	37m

	Category 6a UTP
	10,000Mbs
	10GbaseT
	100m


As you can see from this table, if you hope to support gigabit Ethernet to the desktop, you should be installing category 5e cabling.  Note that you should *not* install category 6 cabling, since it is significantly more expensive that category 5e and won’t support 10 gigabit for 100 meters.
Note that the new cable standard for Augmented Category 6 (category 6a) has just been approved for use on 10 gigabit networks.  As of this writing, there is no equipment that supports the current 10GbaseT standard that will operate over category 6a.
3.2. Fiber Optic Cabling Types and Technologies Supported

There are two basic types of fiber optic cabling available: single mode and multi mode.  A simplistic analysis of the differences between multi mode and single mode is that single mode will run farther and faster than multi mode.  Single mode fiber cabling is also less expensive than multi mode.  However, multi mode has the advantages that it is easier to install connectors onto the cable and multi mode interfaces in routers and switches are significantly cheaper than single mode.
There are several different types of single mode fiber: dispersion shifted and non-dispersion shifted. ….<need more stuff here>
There are several different types of multi mode fiber: 62.5 micron and 50 micron.  While 50 micron fiber has been around for years, it has not been popular.  Most existing campus fiber optic cable plants are 62.5 micron multi mode.  However, 50 micron fiber has gained in popularity in the last few years due to the distance limitations of running higher speeds over 62.5 micron fiber.  In the last few years, a new type of 50 micro fiber has been introduced that is optimized for use with lasers in high speed applications. 

Fiber optic interfaces in equipment emit light at a specific wavelength (think “color of light”).  Equipment that operates at 850 nanometers (nm) is the least expensive, but operates over the shortest distance.  Equipment that operates at 1310nm can reach much longer distances, but is significantly more expensive (ranging between 2 or 3 times the cost of the less expensive 850nm equipment).  
The following table summarizes the types of fiber and the speeds and distances that they support.

	Physical Cabling
	Speed
	Standard
	Wavelength
	Distance

	62.5 micron multi mode
	10Mbs
	10baseF
	850nm
	2km

	62.5 micron multi mode
	100Mbs
	100baseFX
	850nm
	2km

	62.5 micron multi mode
	1000Mbs
	1000baseSX
	850nm
	220m

	62.5 micron multi mode
	1000Mbs
	1000baseLX
	1310nm
	

	62.5 micron multi mode
	10,000Mbs
	10GbaseSR
	
	33m

	50 micron laser optimized
	1000Mbs
	1000baseSX
	850nm
	

	50 micron laser optimized
	1000Mbs
	1000baseLX
	1310nm
	

	50 micron laser optimized
	10,000Mbs
	10GbaseSR
	
	

	50 micron laser optimized
	10,000Mbs
	10GbaseLR
	
	

	Single mode
	10Mbs
	No Support
	
	

	Single mode
	100Mbs
	No Support
	
	

	Single mode
	1000Mbs
	1000baseLX
	1310nm
	10km

	Single mode
	10,000Mbs
	10GbaseLR
	
	


3.3. Cabling Between Core locations
3.4. Cabling From Core to Campus Buildings
3.5. Cabling From Building Entrance to Building Wiring Closet
3.6. Cabling From Wiring Closet to Station Outlet
4. Practical Advice
4.1. Locating wiring closets
4.2. Environmental concerns (power, air conditioning)
5. Addressing & Routing 
5.1. IP address Assignment

5.2. Routing Principles & Policies
5.3. Addressing Schemes Development
5.4. Sample Schemes
6. Network Management
6.1. Best Practices
6.2. Some Useful Tools 
7. Case Studies
7.1. Small Campuses
7.2. Medium Campuses
7.3. Large Campuses
8. Advanced Topics
8.1. Redundancy

Keep redundancy simple and deterministic.  Need to understand failure scenarios to aid in quick troubleshooting.

8.1.1. VRRP/HSRP
8.1.2. Trunk bonding/Etherchannel
8.2. Intrusion Detection
8.3. Documentation
8.4. Voice over IP (VOIP)
8.5. IPv6
Annex:
Requisite Skills Sets
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Distribution and Edge Switches in Buildings
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Central Servers for campus
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Figure 2: Simple Switched Network with a Loop








� EMBED Visio.Drawing.11  ���





� EMBED Visio.Drawing.11  ���





� EMBED Visio.Drawing.11  ���





System C








Router 2





Router 3





Router 1





Subnet B AA� EMBED Visio.Drawing.11  ���





� EMBED Visio.Drawing.11  ���





Subnet A AA� EMBED Visio.Drawing.11  ���





Subnet C AA� EMBED Visio.Drawing.11  ���





Subnet E





This link disabled





Switch 1





System C





System B





System A





� EMBED Visio.Drawing.11  ���





� EMBED Visio.Drawing.11  ���





� EMBED Visio.Drawing.11  ���





Subnet D





� EMBED Visio.Drawing.11  ���





� EMBED Visio.Drawing.11  ���





Figure 3: Simple Switched Network with a Loop and Spanning Tree
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Figure 4: Simple Routed Network with a Loop
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Fiber optic links to remote buildings 
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